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Representation

• Internal representation
I basis for reasoning
I unobservable

• External representation
I Facilitates

communication
I Agreed/negotiated
I Aware

Ek, Kragic KTH

Abstraction by Structure



Introduction Structural Representations Structural Models Conclusion References

“Grammar”

• Facilitates reasoning
I Rules of generalisation
I Ex Triangle inequality

• Preferential Representation
I “Simple” structurally

Ek, Kragic KTH

Abstraction by Structure



Introduction Structural Representations Structural Models Conclusion References

Representation

Ek, Kragic KTH

Abstraction by Structure



Introduction Structural Representations Structural Models Conclusion References

Representation

• Representation result of capturing
• Over-interpretation on
• Same yes, similar no
I success of NN, RBF
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External

Information
• Sensory data
I images
I depth
I . . .

Language/Grammar
• “Mathematical”
I similarity
I integration/derivation
I generalisation
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Motivation

What to represent?
• Task dependent
• Very rich sensory domain
I Generalisation not

discrimination
• Generalising variance?
I structure?
I appearance?
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The Importance of Structure1

Variance

Generalisation Discrimination
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Current approach

Apperance
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Action Representation

17

Fig. 9. The left example shows an instance of the Opening Book action while the right shows the Moving Object. In each of

the images the result of the segmentation and its corresponding graph have been overlaid . Only the spatial relations between

the segments are extracted and no identification of the objects is performed.

such interaction poses a significant challenge.

Recently, [23] suggested a method for action classification by constructing an image feature

representing the temporal structure of the interactions that takes place in the scene. Using visual

measurements from a camera the approach first segments the objects in the scene for each frame

in a sequence. The temporal structure is encoded by a graph representing each frame, every

object being a node and connected component sharing an edge, see Fig 9. This process removes

all information associated with appearance and identity leaving only the interaction between the

objects. The final processing step is to remove the duration of the interactions and only retain

the sequence of topologically different graphs. The intuition behind the representation is that for

discriminating between actions the temporal structure of the interactions of objects independent

of their identity contains sufficient information. This is significantly different from the more

traditional approach for modelling actions such as [24]–[26] which extracts a representation that

retains a significant amount of the variance related to appearance. This means that we have to

learn the invariance related to appearance from data. This requires significantly larger amounts

of training data and puts additional challenges on the learning machinery that needs to explain

away this non-relevant variance to extract the important variance from the feature. In order to

represent each frame the authors in [23] define a specific semantic extracted from the the node

connectivity in the graphs and the alterations under this semantic over time is represented as

January 5, 2012 DRAFT
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String Feature Space3
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AA NN AN AT NT . . .

�(ANT) = [ 0 0 �2 �3 �2 . . .

�(ANNT) = [ 0 �2 �2+�3 �4 �2+�3 . . .

�(AATN) = [ �2 0 �3+�4 �2+�3 0 . . .

ANNT TOOT TN NA OTTN AOOTTOOA

ANNT

TOOTNA

OTTN

Fig. 11. Left: The projection of three different strings ANT,ANNT and AATN onto a set of different basis functions. As

an example, in the first row both AN and AT are non-orthogonal to ANT, however (given that � < 0) the string is more

aligned with the former due to the length of the match. This property will help to encode a robustness to small variations in

the data.Right:For a the specific semantic alphabet, here defining the four different interaction relationships between objects:

{A, N, T, O}, we above show a subspace of the feature space representing the sequence. The sequence ANNT (red) and OTTN

(green) exists in order in the string and will therefore project parallel to the corresponding basis while the TOOTNA does not

which will induce a non-zero angle between the string and the basis. This means that the representation will be sensitive to

gaps in the string making it robust to noise.

the feature space implicitly using a kernel. Using the kernel based representation applied to the

artificial data that was presented in [23] and applying a Support Vector Machine [?] to classify

the data we compare the kernel representation with the original approach Fig 12. Given that we

are interested in evaluating the robustness towards noise in the data we artificially add noise to

the data by simulating over (by removing nodes) and under-segmentation (by adding nodes) to

the graph.

The above example completely removes all variance associated with appearance from the

observations and only retains information about structure. For the task of discriminating between

the different actions defined in [23] this contains sufficient information. However, it is easy to

think of scenarios where this information is not sufficient for performing the task. However, the

kernel-based framework can easily be adapted to encode structure where the appearance is also

retained as this is simply about defining a semantic that also encodes the appearance or any

additional information that is deemed relevant for discrimination.

In Fig 13 we show three different sequences where and object is moved. In two of the

sequences the object is moved in such a manner that it represents fetching an object while in

the third it is showing giving or putting away an object. In Fig 14 (left) the result of applying

the classification based on the original feature is shown. In terms of structure of the interactions

January 5, 2012 DRAFT

• Infinite dimensional representation space
• Kernel finite dimensional
• Inner-product efficiently computed

3Lodhi et al. [2002]
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object being a node and connected component sharing an edge, see Fig 9. This process removes

all information associated with appearance and identity leaving only the interaction between the
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learn the invariance related to appearance from data. This requires significantly larger amounts

of training data and puts additional challenges on the learning machinery that needs to explain

away this non-relevant variance to extract the important variance from the feature. In order to

represent each frame the authors in [23] define a specific semantic extracted from the the node

connectivity in the graphs and the alterations under this semantic over time is represented as
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Fig. 10. Right: For a the specific semantic alphabet, here defining the four different interaction relationships between objects:

{A, N, T, O}, we above show a subspace of the feature space representing the sequence. The sequence ANNT (red) and OTTN

(green) exists in order in the string and will therefore project parallel to the corresponding basis while the TOOTNA does not

which will induce a non-zero angle between the string and the basis. This means that the representation will be sensitive to

gaps in the string making it robust to noise. Left: In order to test the kernel approach with respect to noise in the observations

we alter the states according to different transition probabilities, shown in the figure. As an examples, when altering a vertex

indicating a overlapping (O) relationship between two nodes it will with 80% probability change to touching (T) and 20% to

be removed, i.e. assume state (N).

a matrix. A simple distance measure is then defined to compare two different matrices which

given a training data-set allows for action classification. The major drawback of the approach

suggested in [23] is that it is very sensitive to noise as it assumes that each node in the graph

represents a single object.

1) String Kernels: In order to circumvent the problem of associated with the similarity

measure defined in [23] we take inspiration from text analysis. We are motivated by the approach

presented in [27] where a feature space representation of a string is presented. By deriving a

vector space representation of a string independent of its length strings can be compared by

standardised tools from statistical learning. The parameterisation is sensitive to both the order

and the existence of letters in the string and does therefore encode both the structure and the

appearance of the string. Being infeasible to compute for most typically sized data-sets the

feature space is represented implicitly through the use of a kernel function [28]. More formally

the feature space we use is spanned by all possible permutations of all lengths of the letters in

the semantic alphabet. The inner product is defined as a function of the matching part of the

overlap between two strings, see Fig 10. Clearly the space is infinite dimensional but as any

string of a shorter length compared to the basis are orthogonal the maximum dimensionality is

bounded. Still, the computation of the representation is very computationally expensive, however

in [27] an efficient recursive computation of the inner product can be formulated representing

January 5, 2012 DRAFT
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Fig. 13. The above figure show three different sequences of actions. The first and the last row decipts sequences of fetching

object while the middle sequence shows the action giving object. Clearly using visual information the first and the second

sequence will be very similar in the unaltered representation of the sensory data and the last row will represent the odd one

out.

86.4 3.0 0.0 10.6

3.1 74.4 22.4 0.1

1.7 43.7 54.5 0

7.7 0 0 92.3

86.9 0 0 13.1

2.5 83.3 12.0 2.2

4.5 12.1 80.3 0.1

10.7 0 0 89.3

Fig. 14. The above confusion matrix shows the classification results using the string kernel based classification for a real-world

example for four different classes; making sandwich, fetching object, giving object and opening book. The left most matrix is

the confusion matrix for the string kernel approach applied to the alphabet defined by [23] while the right matrix corresponds

to the results where we have extended the alphabet to also encode the spatial relation between objects. Without the relational

information it is not possible to discriminate between fetching and giving object while when using the extended alphabet this is

possible.

One of the reasons we have failed to exploit structure when modelling the environment is because

we have amied at expressing too much of the local variations in the data, thereby making the

structural encoding very complicated. We believe that by focusing on encoding “some” global

structure in the data we can use more robust and less descriptive local descriptors. We have

for a set of applications scenarios shown how by focusing on structure we can infer relatively

complex information from simple low variant representations. However, we believe that a similar

reasoning is valid in several other domains as well.

January 5, 2012 DRAFT
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1.3 96.7 1.6 0.4
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1.7 1.7 0.1 96.5

90.2 2.2 7.1 0.4

0.4 96.4 2.9 0.3

6.6 1.2 92.1 0.3

0.5 0.7 0 98.8

Fig. 12. Left The bar plot above shows the classification rate associated with increasing noise to the right. The green bars

identifies our kernel approach while the red indicates the performance of the original method. Right Confusion matrices for

increasing noise. The classes are ordered as Moving Object, Making Sandwich, Opening Book and Filling Liquid. The red

matrices show the results for the original approach while the results of our method is shown in green. From left to right the

confusion matrices describe scenarios with an increasing amount of noise. In specific we increase the probability of a graph

to be altered and the edge noise in the range [0.1, 0.4]. With an increasing amount of noise the original measure is unable to

disambiguate between the different actions classifying every action as belonging to opening book. For the same data the kernel

approach is able to differentiate between the classes and the performance is reduced much more gracefully.

between the objects each of these sequences will be the same and the classifier is not able to

discriminate between the actions. However, the string representation is very flexible and it is

easy to extend the alphabet to include discriminating information. To that end, we include the

relative position between the segmenents discriminated into three different levels (far,mid,close).

Adding this to the sequences significantly improves the classification between the two classes

whitout degrading the performance for the remaining two, see Fig 14. We believe that there

are several interesting possibilities of extending the alphabet for action classification including

information about among other things appearance of the segments. An idea for the future is the

integration of this approach with the probabilistic models for action encoding presented in [29].

IV. CONCLUSIONS AND FUTURE WORK

In this paper, have argued that one important mode of information for many application

scenarios is not the actual variation in the data but the rather the higher order statistics as the

structure of variations. We have exemplified this through a set of applications and show different

ways of representing the structure of data, considering applications such as scene understanding,

object recognition and data representation for grasping. We argue that important benefits can be

gained from going beyond first order statistics in local descriptors to describe the environment.

January 5, 2012 DRAFT
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Objects4

Feature Representation
• Local representation
• Encode order
• Distribution of order

Fig. 2. The figure describes schematically the proposed GSH object descriptor. The first and the second row depict two different instances of objects that we
wish to encode. In the left most collumn a local descriptor has been used to associate each point as belonging to one of three classes, here represented by
color. The discriminating information is contained in the relationship between the different points and not captured by a simple Bag-of-Words representation.
The middle column describes the second step in the GSH descriptor where an approximation of the object surface has been computed. Given such we can
compute the relationship between the local point classes as defined by this surface. In the right column the distribution of paths of different length are
shown for the two objects which clearly separates the two objects.

representation based on this notion we achieve the following
benefits:

1) Generalisation: By generalising over the relevant do-
main, in this paper: object pose, view and cathegory, we can
reduce the amount of training data required. This means,
as we will show in Section V, that we can correctly classify
objects seen from views and poses not present in the training
phase. This allows for realistic applications as it is not feasi-
ble to acquire training data presenting all possible variations.
In previous work, the problem of limited amount of training
data have been addressed by generating multiple object views
from synthetic data. However in such case sensor properties
(e.g. noise) are not modeled and mismatch between ideal and
real data is clearly visiable [16][36].

2) Robustness: The feature we present encodes the struc-
tural relationship between local characteristics in the data.
We argue that the relevant information is contained in the
variations of the relationships and not in the local variations.
Therefore a local representation of coarse granularity is
sufficient. This will improve robustness as there is less
information that needs to be “removed” at the modelling
stage. In case of building a statistical model (such as in this
paper) it means that we need less training data to be able to
assume that we have sampled the domain well.

IV. GLOBAL STRUCTURE HISTOGRAM

In this section we will describe the main contribution
of this paper: a new object representation entitled Global
Structure Histogram, or GSH for short. The representation
is motivated by our notion of balance between generalization
and discrimination. For tasks such as object categorization

it is important to look beyond local statistics and encode
the global and structural information in the data. The aim
for GSH is to be capable of representing objects in such a
manner that it can robustly generalize over different poses
and views, and cope with incomplete of data.

The GSH descriptor is computed from an object’s point-
cloud reconstruction, in a three-stage process. First, we
compute local surface-shape characteristics from the object
(Fig 2 left). Then, based on local descriptor, point labels
are generated by performing a vector quantization into nC

clusters using the KNN algorithm with the partial histogram
metric based on the Jaccard similarity coefficient [?][?]:

d(D, C) =
PN

i=1 |max(Di,Ci)|�
PN

i=1 |min(Di,Ci)|PN
i=1 |max(Di,Ci)|+offset

(1)

where D is a vector with the surface descriptor and C is a
cluster centroid. This metric limits the influence of isolated
changes in a histogram originating in noise and enhances the
importance of the repeating changes resulting from the object
structure. At this stage, the Bag-of-Words (BoW) model can
be obtained by estimating a distribution of the points over
the nC clusters. An example of dividing objects points into
different clusters based on the local surface descriptor is
presented in Fig. 3, where each cluster is specified by a
different color.

The abstraction from points to class labels “grounds” each
part of the object and translates it to a common frame
such they can be related to each other. An object is a two-
dimensional surface embedded in a three dimensional space
which encapsulate a non-empty volume. This implies that
given a point on the object one can travel to any other
point belonging to the object by traversing this enclosing

4In submission: Marianna Madry, Renaud Detry, Kaiyu Hang
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Fig. 2. The figure describes schematically the proposed GSH object descriptor. The first and the second row depict two different instances of objects that we
wish to encode. In the left most collumn a local descriptor has been used to associate each point as belonging to one of three classes, here represented by
color. The discriminating information is contained in the relationship between the different points and not captured by a simple Bag-of-Words representation.
The middle column describes the second step in the GSH descriptor where an approximation of the object surface has been computed. Given such we can
compute the relationship between the local point classes as defined by this surface. In the right column the distribution of paths of different length are
shown for the two objects which clearly separates the two objects.
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the global and structural information in the data. The aim
for GSH is to be capable of representing objects in such a
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and views, and cope with incomplete of data.
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cloud reconstruction, in a three-stage process. First, we
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Fig. 2. The figure describes schematically the proposed GSH object descriptor. The first and the second row depict two different instances of objects that we
wish to encode. In the left most collumn a local descriptor has been used to associate each point as belonging to one of three classes, here represented by
color. The discriminating information is contained in the relationship between the different points and not captured by a simple Bag-of-Words representation.
The middle column describes the second step in the GSH descriptor where an approximation of the object surface has been computed. Given such we can
compute the relationship between the local point classes as defined by this surface. In the right column the distribution of paths of different length are
shown for the two objects which clearly separates the two objects.

representation based on this notion we achieve the following
benefits:

1) Generalisation: By generalising over the relevant do-
main, in this paper: object pose, view and cathegory, we can
reduce the amount of training data required. This means,
as we will show in Section V, that we can correctly classify
objects seen from views and poses not present in the training
phase. This allows for realistic applications as it is not feasi-
ble to acquire training data presenting all possible variations.
In previous work, the problem of limited amount of training
data have been addressed by generating multiple object views
from synthetic data. However in such case sensor properties
(e.g. noise) are not modeled and mismatch between ideal and
real data is clearly visiable [16][36].

2) Robustness: The feature we present encodes the struc-
tural relationship between local characteristics in the data.
We argue that the relevant information is contained in the
variations of the relationships and not in the local variations.
Therefore a local representation of coarse granularity is
sufficient. This will improve robustness as there is less
information that needs to be “removed” at the modelling
stage. In case of building a statistical model (such as in this
paper) it means that we need less training data to be able to
assume that we have sampled the domain well.

IV. GLOBAL STRUCTURE HISTOGRAM

In this section we will describe the main contribution
of this paper: a new object representation entitled Global
Structure Histogram, or GSH for short. The representation
is motivated by our notion of balance between generalization
and discrimination. For tasks such as object categorization

it is important to look beyond local statistics and encode
the global and structural information in the data. The aim
for GSH is to be capable of representing objects in such a
manner that it can robustly generalize over different poses
and views, and cope with incomplete of data.

The GSH descriptor is computed from an object’s point-
cloud reconstruction, in a three-stage process. First, we
compute local surface-shape characteristics from the object
(Fig 2 left). Then, based on local descriptor, point labels
are generated by performing a vector quantization into nC

clusters using the KNN algorithm with the partial histogram
metric based on the Jaccard similarity coefficient [?][?]:

d(D, C) =
PN

i=1 |max(Di,Ci)|�
PN

i=1 |min(Di,Ci)|PN
i=1 |max(Di,Ci)|+offset

(1)

where D is a vector with the surface descriptor and C is a
cluster centroid. This metric limits the influence of isolated
changes in a histogram originating in noise and enhances the
importance of the repeating changes resulting from the object
structure. At this stage, the Bag-of-Words (BoW) model can
be obtained by estimating a distribution of the points over
the nC clusters. An example of dividing objects points into
different clusters based on the local surface descriptor is
presented in Fig. 3, where each cluster is specified by a
different color.

The abstraction from points to class labels “grounds” each
part of the object and translates it to a common frame
such they can be related to each other. An object is a two-
dimensional surface embedded in a three dimensional space
which encapsulate a non-empty volume. This implies that
given a point on the object one can travel to any other
point belonging to the object by traversing this enclosing
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Fig. 2. The figure describes schematically the proposed GSH object descriptor. The first and the second row depict two different instances of objects that we
wish to encode. In the left most collumn a local descriptor has been used to associate each point as belonging to one of three classes, here represented by
color. The discriminating information is contained in the relationship between the different points and not captured by a simple Bag-of-Words representation.
The middle column describes the second step in the GSH descriptor where an approximation of the object surface has been computed. Given such we can
compute the relationship between the local point classes as defined by this surface. In the right column the distribution of paths of different length are
shown for the two objects which clearly separates the two objects.
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changes in a histogram originating in noise and enhances the
importance of the repeating changes resulting from the object
structure. At this stage, the Bag-of-Words (BoW) model can
be obtained by estimating a distribution of the points over
the nC clusters. An example of dividing objects points into
different clusters based on the local surface descriptor is
presented in Fig. 3, where each cluster is specified by a
different color.

The abstraction from points to class labels “grounds” each
part of the object and translates it to a common frame
such they can be related to each other. An object is a two-
dimensional surface embedded in a three dimensional space
which encapsulate a non-empty volume. This implies that
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Objects4
Fig. 7. This figure shows object point clouds divided into nC = 7 clusters, marked by different colors. Results are shown for six different object instances
from bottle categories, for both the complete (odd rows) and incomplete views (even rows). On the right side of each object, the resultant Global Shape
Descriptor is illustrated as a matrix where each row represents a histogram of distances between all points belonging to the surface type j = {1 . . . nC}
and surface type k = {1 . . . nC}, i.e., the first row is the distance histogram between points of type 1 and 1 (marked as 1-1), the second row is the
distance histogram between points of type 1 and 2 (marked as 1-2) etc. Images are best viewed in color.
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Grasping5

• Pre-segmentation of objects
• Exploit structure in joint object

and grasp space
• Part based generalisation

(a) Object set

1

2

3

5

4

6

7

(b) Demonstrated grasps (c) Part candidates

Fig. 5: Experimental data. Three of the objects are cylinders of different sizes, and one is a box. Seven grasps are synthetically
demonstrated to the agent. for the cylinders, both sideways and top-down grasps are demonstrated. Fig. (c) shows the candidate
parts computed from the grasps of Fig. (b). Part colors indicate which object a part is segmented from.
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0.17 0.210.20.190.160.15

0.3
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0.18

0.1

0

−0.2

Fig. 7: Two-dimensional approximation of candidates’ geo-
metric configuration, computed from the dissimilarity mea-
sure of Section IV-A. Dot colors indicate the data cluster
to which a datapoint (part candidate) belongs (see text for
details). The colors of the dots within the plot and the colors
of the parts surrounding the plot are unrelated. We note that
the vertical and horizontal axes are not equally scaled.

−0.2 −0.1 0 0.1 0.2 0.3 0.180.16 0.170.15 0.19 0.2 0.21

Fig. 8: Projection of the data (candidate parts) onto the first
(left) and second (right) principal components of the data.
Colors indicate the data cluster to which a datapoint belongs
(see text for details). The elevation of the datapoints above
horizontal axes is meant to help identifying clusters.

Fig. 9: Prototype parts. These parts correspond to the centers
of the clusters of Fig. 7.

Fig. 10: Grasping a novel object using a dictionary of parts.
The rightmost image shows the grasps suggested by the first
and last prototypes of Fig. 9, respectively approaching the
object from the side and from the top.

emphasize that despite its reliance on complete object shape
models for learning prototypical parts, the method presented
above is applicable to predicting grasps onto novel objects
perceived through a single 3D snapshot. Fig. 10 illustrate
the application of the first and last prototypes of Fig. 9 to a
novel object. The right side of Fig. 10 shows the point-cloud
representation of the scene (captured by a depth sensor), and
the two grasps suggested by the prototypes. The parts are
aligned to the object using the pose estimation method of
Detry et al. [13].

VI. DISCUSSION

The dissimilarity measure of Section IV-A provides a
direct channel for injecting expert knowledge into to the
method presented above. By choosing suitable dissimilarities,
one can let a variety of desirable visuomotor strategies
emerge from data clustering. For instance, one may argue
that similarly-shaped parts may predict similar grasps despite
a scale difference. Basing a similarity measure on a mix of
local shape features (Spin images [20], or FPFH [28]) and
global shape features (for instance, the first few moments
of a point cloud) has the potential of robustly representing
shape while being invariant, to some extent, to scale. Such a
measure would allow an agent to understand that cylinders
of different radii can be grasped in similar ways. Simultane-
ously, the distance matrix of Eq. 4 would be much simpler

5Detry et al. [2012]
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Re-representations

• Preference: low-dimensional
• Linearity
• Observed data Y ∈ <N·D

• Underlying intrinsic representation X ∈ <N·q

• Generative mapping: yi = f (xi)

Ek, Kragic KTH

Abstraction by Structure



Introduction Structural Representations Structural Models Conclusion References

Gaussian Processes: Prior

• Distribution over infinite objects: functions.
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Gaussian Processes: Posterior

Combine prior with observed data

y∗|X∗,X,y ∼N (K (X∗,X)K (X,X)−1y,

,K (X∗,X∗)− K (X∗,X)K (X,X)−1K (X,X∗))
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Re-representation

GP-LVMa

aLawrence [2005]

• Occam’s Razor
I Dimensionality
I Co-variance function

• Sufficiently regularises
problem
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Factorized Variance8

• Bayesian GP-LVMa

I Prior on X
I ARD
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xi ,xj
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aTitsias and Lawrence [2010]
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Manifold Relevance Determination

Figure 5. Sampling inputs to produce novel outputs. First row shows interpolation between positions of the light source in the x
coordinate and second row in the y coordinate (elevation). Last row shows interpolation between face characteristics to produce a
morphing effect. Note that these images are presented scaled here, see suppl. material for the original 32, 256-dimensional ones.

indicates that the shared latent space is “pure”, and is not
polluted by information that encodes the face appearance.

Figure 6. Given the images of the first column, the model
searches only in the shared latent space to find the pictures of
the opposite dataset which have the same illumination condition.
The images found, are sorted in columns 2 - 7 by relevance.

Human motion data: For our second experiment, we con-
sider a set of 3D human poses and associated silhouettes,
coming from the dataset of Agarwal and Triggs (?). We
used a subset of 5 sequences, totalling 649 frames, corre-
sponding to walking motions in various directions and pat-
terns. A separate walking sequence of 158 frames was used
as a test set. Each pose is represented by a 63�dimensional
vector of joint locations and each silhouette is represented
by a 100�dimensional vector of HoG (histogram of ori-
ented gradients) features.

Given the test silhouette features, we used our model to
generate the corresponding poses. This is challenging, as

the data are multi-modal, i.e. a silhouette representation
may be generated from more than one poses (e.g. fig. 7).

Figure 7. Although the two poses in the second column are very
dissimilar, they correspond to resembling silhouettes that have
similar feature vectors. This happens because the 3D information
is lost in the silhouette space, as can also be seen in the third col-
umn, depicting the same poses from the silhouettes’ viewpoint.

As described in the inference section, given y⇤, one of the
N⇤ test silhouettes, our model optimises a test latent point
x⇤ and finds a series of K candidate initial training inputs
{x(k)

NN}K
k=1, sorted according to their similarity to x⇤, tak-

ing into account only the shared dimensions. Based on
these initial latent points, it then generates a sorted series
of K poses {z(k)}K

k=1. For the dynamical version of our
model, all the test points are considered together and the
predicted N⇤ outputs are forced to form a smooth sequence.
Our experiments show that the initial training inputs xNN

typically correspond to silhouettes similar to the given one,
something which confirms that the segmentation of the la-
tent space is efficient. However, when ambiguities arise, as
the example shown in figure 7, the non-dynamical version
of our model has no way of selecting the right one, since all

8In submission: Damianou, Lawrence, Titsias
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Figure 5. Sampling inputs to produce novel outputs. First row shows interpolation between positions of the light source in the x
coordinate and second row in the y coordinate (elevation). Last row shows interpolation between face characteristics to produce a
morphing effect. Note that these images are presented scaled here, see suppl. material for the original 32, 256-dimensional ones.

indicates that the shared latent space is “pure”, and is not
polluted by information that encodes the face appearance.

Figure 6. Given the images of the first column, the model
searches only in the shared latent space to find the pictures of
the opposite dataset which have the same illumination condition.
The images found, are sorted in columns 2 - 7 by relevance.

Human motion data: For our second experiment, we con-
sider a set of 3D human poses and associated silhouettes,
coming from the dataset of Agarwal and Triggs (?). We
used a subset of 5 sequences, totalling 649 frames, corre-
sponding to walking motions in various directions and pat-
terns. A separate walking sequence of 158 frames was used
as a test set. Each pose is represented by a 63�dimensional
vector of joint locations and each silhouette is represented
by a 100�dimensional vector of HoG (histogram of ori-
ented gradients) features.

Given the test silhouette features, we used our model to
generate the corresponding poses. This is challenging, as

the data are multi-modal, i.e. a silhouette representation
may be generated from more than one poses (e.g. fig. 7).

Figure 7. Although the two poses in the second column are very
dissimilar, they correspond to resembling silhouettes that have
similar feature vectors. This happens because the 3D information
is lost in the silhouette space, as can also be seen in the third col-
umn, depicting the same poses from the silhouettes’ viewpoint.

As described in the inference section, given y⇤, one of the
N⇤ test silhouettes, our model optimises a test latent point
x⇤ and finds a series of K candidate initial training inputs
{x(k)

NN}K
k=1, sorted according to their similarity to x⇤, tak-

ing into account only the shared dimensions. Based on
these initial latent points, it then generates a sorted series
of K poses {z(k)}K

k=1. For the dynamical version of our
model, all the test points are considered together and the
predicted N⇤ outputs are forced to form a smooth sequence.
Our experiments show that the initial training inputs xNN

typically correspond to silhouettes similar to the given one,
something which confirms that the segmentation of the la-
tent space is efficient. However, when ambiguities arise, as
the example shown in figure 7, the non-dynamical version
of our model has no way of selecting the right one, since all
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Factorised Density9

Dimensionality Reduction I
• Conditional dependency structures,

p(X) =
∏

i

p(xi |π(xi), θi ,S)

• Learning,
I Parameters: θi
I Structure: S
� Priors?
� Carnality

• Heuristics for discrete data

9Song, Huebner, Hjelm
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Dimensionality Reduction II
• Very ill-defined
• Re-representation
I “a mapping and configuration”

• Prefer “clustered”
re-representation Y

X

Y

XW XB

T
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Objective

p(Y,X,U|θ) =
∫

p(Y|f, θ)p(f|fU ,X, θ)p(fU |U|θ)p(X)p(U|θ)dfdfU
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Bayesian Network (BN)
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A5

p(Y) = p(Y|✓, S) =
NY

i=1

p(Yi |pai ,✓i , S) , (2)

I Factorization of joint distribution through structure S.

Discretization

Direct discretization suffers from “curse of
dimensionality”

I IDEA: exploit intrinsic, low-dimensional
representation for efficient discretization

I How to find the intrinsic representation?

1. Mapping between the observed and
the intrinsic spaces.

2. Generative mapping –> Gaussian
Process Latent Variable Models
(GP-LVM)

I Then a Gaussian mixture model (GMM)
can be used to discretize the data in this
low-dimensional latent space.

Low Dim
X

High Dim
Y

Discrete
Xd
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Fig. 6. Experiment IV: Likelihood of Grasp Position Given Tasks and
Object Features P (pos|T, O), resulted from the GP-LVM model.

the images represent the ground truth fcon, predicted fcon
from GP-LVM, PCA and NoReduce models respectively. We
can clearly see that the prediction of GP-LVM model is
closest to the true fcon. Both PCA and NoReduce models
have unintuitive, even ‘impossible’ hand configurations that
are far away from the true data.

The reason lies on the foundamental differences in the
discretization schemes. The GP-LVM model provides a
generative discretization scheme, while PCA and NoReduce
models do not. As a result, GP-LVM-based BNs can model
P (fcon|T,O), where fcon represents the original 20D
continuous data, whereas the other models can not. In other
words, the proposed GP-LVM-based discretization scheme
allows us to construct a full generative framework that
includes BN, GP-LVM and GMM. This framework is very
powerful to model the constraints for robot grasping and
manipulation tasks.

D. Experiment IV: Inference on Grasp Position

From the first three experiments, we have shown that the
GP-LVM-based discretization scheme outperforms others in
both task classification and data reconstruction. The goal of
the last experiment is to confirm that GP-LVM model can
successfully encode the task constraint on different objects
and tasks. The target variable is pos, the grasping position
of the hand with respect to the object.

Similar to obtaining the likelihood map of fcon in
experiment III, we sample 625 grasping positions evenly
distributed on an ellipsoid around the object. The size of
the ellipsoid is determined by the training data for pos,
therefore the ellipsoid envelops the outer surface of all the
grasping positions. As shown in Fig. 6, for each sampled
position, the likelihood is obtained given the 3 tasks, and the
object features for 3 unknown objects: a glass, a knife and
a hammer, i.e. P (pos|T,O).

Fig. 6 shows that the model sucessfully rules out the glass

for tool-use, and the knife and hammer for pouring. For
pouring, the glass can not be grasped from the top as it will
block the opening of the glass; similarly, when using the
knife or hammer as a tool, the grasp should avoid the sharp
blade or the head of the hammer as the functional parts of
the tools. On the contrary, all the 3 objects afford the hand-
over task, and the likelihood maps of pos for hand-over also
capture the intuitive constraints for these objects.

VII. CONCLUSION

In conclusion, the sparse GP-LVM-based discretization
method excels other methods in learning and inference with
Bayesian networks. The compact, efficient data representa-
tion allows fast structure learning for BNs that model a large
number of variables. And the resulted BN performs signifi-
cantly better in both task classification and data reconstruc-
tion. In addition, since GP-LVM is a generative technique for
dimensionality reduction, the model encodes the likelihood
of each point in the latent-space, which, when combined
with the prediction from BNs, can reproduce much more
accurate and intuitive high-dimensional variables such as
hand grasp configurations. This presents a major advantage
of our proposed discretization method in the field of robotic
applications, where many sensory and motor signals are high-
dimensional with complex distributions.

There are some limitations in the current approach that
need further research. Firstly, the number of discrete states
are manually chosen to satisfy a trade-off between refined
data representation and complexity of BNs. In the future, we
would also like to learn this hyper parameter automatically
from data. Secondly, the inducing points create a sparse
model of the full GP, however, there is nothing in the model
that encourages the inducing points to be sparse themselves,
i.e. less inducing points. Sparseness among the inducing
points would reduce the amount of shared explanation, which
we believe can lead to better clustering.

We would also like to test our discretization based task
constraint model in the real robot platforms where sen-
sorimotor uncertainty is more prominant. We believe this
will further exemplify the benifits of using a probabilistic
model capable of dealing with uncertainty in real-world
applications.
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Fig. 6. Experiment IV: Likelihood of Grasp Position Given Tasks and
Object Features P (pos|T, O), resulted from the GP-LVM model.

the images represent the ground truth fcon, predicted fcon
from GP-LVM, PCA and NoReduce models respectively. We
can clearly see that the prediction of GP-LVM model is
closest to the true fcon. Both PCA and NoReduce models
have unintuitive, even ‘impossible’ hand configurations that
are far away from the true data.

The reason lies on the foundamental differences in the
discretization schemes. The GP-LVM model provides a
generative discretization scheme, while PCA and NoReduce
models do not. As a result, GP-LVM-based BNs can model
P (fcon|T,O), where fcon represents the original 20D
continuous data, whereas the other models can not. In other
words, the proposed GP-LVM-based discretization scheme
allows us to construct a full generative framework that
includes BN, GP-LVM and GMM. This framework is very
powerful to model the constraints for robot grasping and
manipulation tasks.

D. Experiment IV: Inference on Grasp Position

From the first three experiments, we have shown that the
GP-LVM-based discretization scheme outperforms others in
both task classification and data reconstruction. The goal of
the last experiment is to confirm that GP-LVM model can
successfully encode the task constraint on different objects
and tasks. The target variable is pos, the grasping position
of the hand with respect to the object.

Similar to obtaining the likelihood map of fcon in
experiment III, we sample 625 grasping positions evenly
distributed on an ellipsoid around the object. The size of
the ellipsoid is determined by the training data for pos,
therefore the ellipsoid envelops the outer surface of all the
grasping positions. As shown in Fig. 6, for each sampled
position, the likelihood is obtained given the 3 tasks, and the
object features for 3 unknown objects: a glass, a knife and
a hammer, i.e. P (pos|T,O).

Fig. 6 shows that the model sucessfully rules out the glass

for tool-use, and the knife and hammer for pouring. For
pouring, the glass can not be grasped from the top as it will
block the opening of the glass; similarly, when using the
knife or hammer as a tool, the grasp should avoid the sharp
blade or the head of the hammer as the functional parts of
the tools. On the contrary, all the 3 objects afford the hand-
over task, and the likelihood maps of pos for hand-over also
capture the intuitive constraints for these objects.

VII. CONCLUSION

In conclusion, the sparse GP-LVM-based discretization
method excels other methods in learning and inference with
Bayesian networks. The compact, efficient data representa-
tion allows fast structure learning for BNs that model a large
number of variables. And the resulted BN performs signifi-
cantly better in both task classification and data reconstruc-
tion. In addition, since GP-LVM is a generative technique for
dimensionality reduction, the model encodes the likelihood
of each point in the latent-space, which, when combined
with the prediction from BNs, can reproduce much more
accurate and intuitive high-dimensional variables such as
hand grasp configurations. This presents a major advantage
of our proposed discretization method in the field of robotic
applications, where many sensory and motor signals are high-
dimensional with complex distributions.

There are some limitations in the current approach that
need further research. Firstly, the number of discrete states
are manually chosen to satisfy a trade-off between refined
data representation and complexity of BNs. In the future, we
would also like to learn this hyper parameter automatically
from data. Secondly, the inducing points create a sparse
model of the full GP, however, there is nothing in the model
that encourages the inducing points to be sparse themselves,
i.e. less inducing points. Sparseness among the inducing
points would reduce the amount of shared explanation, which
we believe can lead to better clustering.

We would also like to test our discretization based task
constraint model in the real robot platforms where sen-
sorimotor uncertainty is more prominant. We believe this
will further exemplify the benifits of using a probabilistic
model capable of dealing with uncertainty in real-world
applications.
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Fig. 6. Experiment IV: Likelihood of Grasp Position Given Tasks and
Object Features P (pos|T, O), resulted from the GP-LVM model.

the images represent the ground truth fcon, predicted fcon
from GP-LVM, PCA and NoReduce models respectively. We
can clearly see that the prediction of GP-LVM model is
closest to the true fcon. Both PCA and NoReduce models
have unintuitive, even ‘impossible’ hand configurations that
are far away from the true data.

The reason lies on the foundamental differences in the
discretization schemes. The GP-LVM model provides a
generative discretization scheme, while PCA and NoReduce
models do not. As a result, GP-LVM-based BNs can model
P (fcon|T,O), where fcon represents the original 20D
continuous data, whereas the other models can not. In other
words, the proposed GP-LVM-based discretization scheme
allows us to construct a full generative framework that
includes BN, GP-LVM and GMM. This framework is very
powerful to model the constraints for robot grasping and
manipulation tasks.

D. Experiment IV: Inference on Grasp Position

From the first three experiments, we have shown that the
GP-LVM-based discretization scheme outperforms others in
both task classification and data reconstruction. The goal of
the last experiment is to confirm that GP-LVM model can
successfully encode the task constraint on different objects
and tasks. The target variable is pos, the grasping position
of the hand with respect to the object.

Similar to obtaining the likelihood map of fcon in
experiment III, we sample 625 grasping positions evenly
distributed on an ellipsoid around the object. The size of
the ellipsoid is determined by the training data for pos,
therefore the ellipsoid envelops the outer surface of all the
grasping positions. As shown in Fig. 6, for each sampled
position, the likelihood is obtained given the 3 tasks, and the
object features for 3 unknown objects: a glass, a knife and
a hammer, i.e. P (pos|T,O).

Fig. 6 shows that the model sucessfully rules out the glass

for tool-use, and the knife and hammer for pouring. For
pouring, the glass can not be grasped from the top as it will
block the opening of the glass; similarly, when using the
knife or hammer as a tool, the grasp should avoid the sharp
blade or the head of the hammer as the functional parts of
the tools. On the contrary, all the 3 objects afford the hand-
over task, and the likelihood maps of pos for hand-over also
capture the intuitive constraints for these objects.

VII. CONCLUSION

In conclusion, the sparse GP-LVM-based discretization
method excels other methods in learning and inference with
Bayesian networks. The compact, efficient data representa-
tion allows fast structure learning for BNs that model a large
number of variables. And the resulted BN performs signifi-
cantly better in both task classification and data reconstruc-
tion. In addition, since GP-LVM is a generative technique for
dimensionality reduction, the model encodes the likelihood
of each point in the latent-space, which, when combined
with the prediction from BNs, can reproduce much more
accurate and intuitive high-dimensional variables such as
hand grasp configurations. This presents a major advantage
of our proposed discretization method in the field of robotic
applications, where many sensory and motor signals are high-
dimensional with complex distributions.

There are some limitations in the current approach that
need further research. Firstly, the number of discrete states
are manually chosen to satisfy a trade-off between refined
data representation and complexity of BNs. In the future, we
would also like to learn this hyper parameter automatically
from data. Secondly, the inducing points create a sparse
model of the full GP, however, there is nothing in the model
that encourages the inducing points to be sparse themselves,
i.e. less inducing points. Sparseness among the inducing
points would reduce the amount of shared explanation, which
we believe can lead to better clustering.

We would also like to test our discretization based task
constraint model in the real robot platforms where sen-
sorimotor uncertainty is more prominant. We believe this
will further exemplify the benifits of using a probabilistic
model capable of dealing with uncertainty in real-world
applications.
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Fig. 6. Experiment IV: Likelihood of Grasp Position Given Tasks and
Object Features P (pos|T, O), resulted from the GP-LVM model.

the images represent the ground truth fcon, predicted fcon
from GP-LVM, PCA and NoReduce models respectively. We
can clearly see that the prediction of GP-LVM model is
closest to the true fcon. Both PCA and NoReduce models
have unintuitive, even ‘impossible’ hand configurations that
are far away from the true data.

The reason lies on the foundamental differences in the
discretization schemes. The GP-LVM model provides a
generative discretization scheme, while PCA and NoReduce
models do not. As a result, GP-LVM-based BNs can model
P (fcon|T,O), where fcon represents the original 20D
continuous data, whereas the other models can not. In other
words, the proposed GP-LVM-based discretization scheme
allows us to construct a full generative framework that
includes BN, GP-LVM and GMM. This framework is very
powerful to model the constraints for robot grasping and
manipulation tasks.

D. Experiment IV: Inference on Grasp Position

From the first three experiments, we have shown that the
GP-LVM-based discretization scheme outperforms others in
both task classification and data reconstruction. The goal of
the last experiment is to confirm that GP-LVM model can
successfully encode the task constraint on different objects
and tasks. The target variable is pos, the grasping position
of the hand with respect to the object.

Similar to obtaining the likelihood map of fcon in
experiment III, we sample 625 grasping positions evenly
distributed on an ellipsoid around the object. The size of
the ellipsoid is determined by the training data for pos,
therefore the ellipsoid envelops the outer surface of all the
grasping positions. As shown in Fig. 6, for each sampled
position, the likelihood is obtained given the 3 tasks, and the
object features for 3 unknown objects: a glass, a knife and
a hammer, i.e. P (pos|T,O).

Fig. 6 shows that the model sucessfully rules out the glass

for tool-use, and the knife and hammer for pouring. For
pouring, the glass can not be grasped from the top as it will
block the opening of the glass; similarly, when using the
knife or hammer as a tool, the grasp should avoid the sharp
blade or the head of the hammer as the functional parts of
the tools. On the contrary, all the 3 objects afford the hand-
over task, and the likelihood maps of pos for hand-over also
capture the intuitive constraints for these objects.

VII. CONCLUSION

In conclusion, the sparse GP-LVM-based discretization
method excels other methods in learning and inference with
Bayesian networks. The compact, efficient data representa-
tion allows fast structure learning for BNs that model a large
number of variables. And the resulted BN performs signifi-
cantly better in both task classification and data reconstruc-
tion. In addition, since GP-LVM is a generative technique for
dimensionality reduction, the model encodes the likelihood
of each point in the latent-space, which, when combined
with the prediction from BNs, can reproduce much more
accurate and intuitive high-dimensional variables such as
hand grasp configurations. This presents a major advantage
of our proposed discretization method in the field of robotic
applications, where many sensory and motor signals are high-
dimensional with complex distributions.

There are some limitations in the current approach that
need further research. Firstly, the number of discrete states
are manually chosen to satisfy a trade-off between refined
data representation and complexity of BNs. In the future, we
would also like to learn this hyper parameter automatically
from data. Secondly, the inducing points create a sparse
model of the full GP, however, there is nothing in the model
that encourages the inducing points to be sparse themselves,
i.e. less inducing points. Sparseness among the inducing
points would reduce the amount of shared explanation, which
we believe can lead to better clustering.

We would also like to test our discretization based task
constraint model in the real robot platforms where sen-
sorimotor uncertainty is more prominant. We believe this
will further exemplify the benifits of using a probabilistic
model capable of dealing with uncertainty in real-world
applications.
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Fig. 6. Experiment IV: Likelihood of Grasp Position Given Tasks and
Object Features P (pos|T, O), resulted from the GP-LVM model.

the images represent the ground truth fcon, predicted fcon
from GP-LVM, PCA and NoReduce models respectively. We
can clearly see that the prediction of GP-LVM model is
closest to the true fcon. Both PCA and NoReduce models
have unintuitive, even ‘impossible’ hand configurations that
are far away from the true data.

The reason lies on the foundamental differences in the
discretization schemes. The GP-LVM model provides a
generative discretization scheme, while PCA and NoReduce
models do not. As a result, GP-LVM-based BNs can model
P (fcon|T,O), where fcon represents the original 20D
continuous data, whereas the other models can not. In other
words, the proposed GP-LVM-based discretization scheme
allows us to construct a full generative framework that
includes BN, GP-LVM and GMM. This framework is very
powerful to model the constraints for robot grasping and
manipulation tasks.

D. Experiment IV: Inference on Grasp Position

From the first three experiments, we have shown that the
GP-LVM-based discretization scheme outperforms others in
both task classification and data reconstruction. The goal of
the last experiment is to confirm that GP-LVM model can
successfully encode the task constraint on different objects
and tasks. The target variable is pos, the grasping position
of the hand with respect to the object.

Similar to obtaining the likelihood map of fcon in
experiment III, we sample 625 grasping positions evenly
distributed on an ellipsoid around the object. The size of
the ellipsoid is determined by the training data for pos,
therefore the ellipsoid envelops the outer surface of all the
grasping positions. As shown in Fig. 6, for each sampled
position, the likelihood is obtained given the 3 tasks, and the
object features for 3 unknown objects: a glass, a knife and
a hammer, i.e. P (pos|T,O).

Fig. 6 shows that the model sucessfully rules out the glass

for tool-use, and the knife and hammer for pouring. For
pouring, the glass can not be grasped from the top as it will
block the opening of the glass; similarly, when using the
knife or hammer as a tool, the grasp should avoid the sharp
blade or the head of the hammer as the functional parts of
the tools. On the contrary, all the 3 objects afford the hand-
over task, and the likelihood maps of pos for hand-over also
capture the intuitive constraints for these objects.

VII. CONCLUSION

In conclusion, the sparse GP-LVM-based discretization
method excels other methods in learning and inference with
Bayesian networks. The compact, efficient data representa-
tion allows fast structure learning for BNs that model a large
number of variables. And the resulted BN performs signifi-
cantly better in both task classification and data reconstruc-
tion. In addition, since GP-LVM is a generative technique for
dimensionality reduction, the model encodes the likelihood
of each point in the latent-space, which, when combined
with the prediction from BNs, can reproduce much more
accurate and intuitive high-dimensional variables such as
hand grasp configurations. This presents a major advantage
of our proposed discretization method in the field of robotic
applications, where many sensory and motor signals are high-
dimensional with complex distributions.

There are some limitations in the current approach that
need further research. Firstly, the number of discrete states
are manually chosen to satisfy a trade-off between refined
data representation and complexity of BNs. In the future, we
would also like to learn this hyper parameter automatically
from data. Secondly, the inducing points create a sparse
model of the full GP, however, there is nothing in the model
that encourages the inducing points to be sparse themselves,
i.e. less inducing points. Sparseness among the inducing
points would reduce the amount of shared explanation, which
we believe can lead to better clustering.

We would also like to test our discretization based task
constraint model in the real robot platforms where sen-
sorimotor uncertainty is more prominant. We believe this
will further exemplify the benifits of using a probabilistic
model capable of dealing with uncertainty in real-world
applications.
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Fig. 6. Experiment IV: Likelihood of Grasp Position Given Tasks and
Object Features P (pos|T, O), resulted from the GP-LVM model.

the images represent the ground truth fcon, predicted fcon
from GP-LVM, PCA and NoReduce models respectively. We
can clearly see that the prediction of GP-LVM model is
closest to the true fcon. Both PCA and NoReduce models
have unintuitive, even ‘impossible’ hand configurations that
are far away from the true data.

The reason lies on the foundamental differences in the
discretization schemes. The GP-LVM model provides a
generative discretization scheme, while PCA and NoReduce
models do not. As a result, GP-LVM-based BNs can model
P (fcon|T,O), where fcon represents the original 20D
continuous data, whereas the other models can not. In other
words, the proposed GP-LVM-based discretization scheme
allows us to construct a full generative framework that
includes BN, GP-LVM and GMM. This framework is very
powerful to model the constraints for robot grasping and
manipulation tasks.

D. Experiment IV: Inference on Grasp Position

From the first three experiments, we have shown that the
GP-LVM-based discretization scheme outperforms others in
both task classification and data reconstruction. The goal of
the last experiment is to confirm that GP-LVM model can
successfully encode the task constraint on different objects
and tasks. The target variable is pos, the grasping position
of the hand with respect to the object.

Similar to obtaining the likelihood map of fcon in
experiment III, we sample 625 grasping positions evenly
distributed on an ellipsoid around the object. The size of
the ellipsoid is determined by the training data for pos,
therefore the ellipsoid envelops the outer surface of all the
grasping positions. As shown in Fig. 6, for each sampled
position, the likelihood is obtained given the 3 tasks, and the
object features for 3 unknown objects: a glass, a knife and
a hammer, i.e. P (pos|T,O).

Fig. 6 shows that the model sucessfully rules out the glass

for tool-use, and the knife and hammer for pouring. For
pouring, the glass can not be grasped from the top as it will
block the opening of the glass; similarly, when using the
knife or hammer as a tool, the grasp should avoid the sharp
blade or the head of the hammer as the functional parts of
the tools. On the contrary, all the 3 objects afford the hand-
over task, and the likelihood maps of pos for hand-over also
capture the intuitive constraints for these objects.

VII. CONCLUSION

In conclusion, the sparse GP-LVM-based discretization
method excels other methods in learning and inference with
Bayesian networks. The compact, efficient data representa-
tion allows fast structure learning for BNs that model a large
number of variables. And the resulted BN performs signifi-
cantly better in both task classification and data reconstruc-
tion. In addition, since GP-LVM is a generative technique for
dimensionality reduction, the model encodes the likelihood
of each point in the latent-space, which, when combined
with the prediction from BNs, can reproduce much more
accurate and intuitive high-dimensional variables such as
hand grasp configurations. This presents a major advantage
of our proposed discretization method in the field of robotic
applications, where many sensory and motor signals are high-
dimensional with complex distributions.

There are some limitations in the current approach that
need further research. Firstly, the number of discrete states
are manually chosen to satisfy a trade-off between refined
data representation and complexity of BNs. In the future, we
would also like to learn this hyper parameter automatically
from data. Secondly, the inducing points create a sparse
model of the full GP, however, there is nothing in the model
that encourages the inducing points to be sparse themselves,
i.e. less inducing points. Sparseness among the inducing
points would reduce the amount of shared explanation, which
we believe can lead to better clustering.

We would also like to test our discretization based task
constraint model in the real robot platforms where sen-
sorimotor uncertainty is more prominant. We believe this
will further exemplify the benifits of using a probabilistic
model capable of dealing with uncertainty in real-world
applications.
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Fig. 6. Experiment IV: Likelihood of Grasp Position Given Tasks and
Object Features P (pos|T, O), resulted from the GP-LVM model.

the images represent the ground truth fcon, predicted fcon
from GP-LVM, PCA and NoReduce models respectively. We
can clearly see that the prediction of GP-LVM model is
closest to the true fcon. Both PCA and NoReduce models
have unintuitive, even ‘impossible’ hand configurations that
are far away from the true data.

The reason lies on the foundamental differences in the
discretization schemes. The GP-LVM model provides a
generative discretization scheme, while PCA and NoReduce
models do not. As a result, GP-LVM-based BNs can model
P (fcon|T,O), where fcon represents the original 20D
continuous data, whereas the other models can not. In other
words, the proposed GP-LVM-based discretization scheme
allows us to construct a full generative framework that
includes BN, GP-LVM and GMM. This framework is very
powerful to model the constraints for robot grasping and
manipulation tasks.

D. Experiment IV: Inference on Grasp Position

From the first three experiments, we have shown that the
GP-LVM-based discretization scheme outperforms others in
both task classification and data reconstruction. The goal of
the last experiment is to confirm that GP-LVM model can
successfully encode the task constraint on different objects
and tasks. The target variable is pos, the grasping position
of the hand with respect to the object.

Similar to obtaining the likelihood map of fcon in
experiment III, we sample 625 grasping positions evenly
distributed on an ellipsoid around the object. The size of
the ellipsoid is determined by the training data for pos,
therefore the ellipsoid envelops the outer surface of all the
grasping positions. As shown in Fig. 6, for each sampled
position, the likelihood is obtained given the 3 tasks, and the
object features for 3 unknown objects: a glass, a knife and
a hammer, i.e. P (pos|T,O).

Fig. 6 shows that the model sucessfully rules out the glass

for tool-use, and the knife and hammer for pouring. For
pouring, the glass can not be grasped from the top as it will
block the opening of the glass; similarly, when using the
knife or hammer as a tool, the grasp should avoid the sharp
blade or the head of the hammer as the functional parts of
the tools. On the contrary, all the 3 objects afford the hand-
over task, and the likelihood maps of pos for hand-over also
capture the intuitive constraints for these objects.

VII. CONCLUSION

In conclusion, the sparse GP-LVM-based discretization
method excels other methods in learning and inference with
Bayesian networks. The compact, efficient data representa-
tion allows fast structure learning for BNs that model a large
number of variables. And the resulted BN performs signifi-
cantly better in both task classification and data reconstruc-
tion. In addition, since GP-LVM is a generative technique for
dimensionality reduction, the model encodes the likelihood
of each point in the latent-space, which, when combined
with the prediction from BNs, can reproduce much more
accurate and intuitive high-dimensional variables such as
hand grasp configurations. This presents a major advantage
of our proposed discretization method in the field of robotic
applications, where many sensory and motor signals are high-
dimensional with complex distributions.

There are some limitations in the current approach that
need further research. Firstly, the number of discrete states
are manually chosen to satisfy a trade-off between refined
data representation and complexity of BNs. In the future, we
would also like to learn this hyper parameter automatically
from data. Secondly, the inducing points create a sparse
model of the full GP, however, there is nothing in the model
that encourages the inducing points to be sparse themselves,
i.e. less inducing points. Sparseness among the inducing
points would reduce the amount of shared explanation, which
we believe can lead to better clustering.

We would also like to test our discretization based task
constraint model in the real robot platforms where sen-
sorimotor uncertainty is more prominant. We believe this
will further exemplify the benifits of using a probabilistic
model capable of dealing with uncertainty in real-world
applications.
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Fig. 6. Experiment IV: Likelihood of Grasp Position Given Tasks and
Object Features P (pos|T, O), resulted from the GP-LVM model.

the images represent the ground truth fcon, predicted fcon
from GP-LVM, PCA and NoReduce models respectively. We
can clearly see that the prediction of GP-LVM model is
closest to the true fcon. Both PCA and NoReduce models
have unintuitive, even ‘impossible’ hand configurations that
are far away from the true data.

The reason lies on the foundamental differences in the
discretization schemes. The GP-LVM model provides a
generative discretization scheme, while PCA and NoReduce
models do not. As a result, GP-LVM-based BNs can model
P (fcon|T,O), where fcon represents the original 20D
continuous data, whereas the other models can not. In other
words, the proposed GP-LVM-based discretization scheme
allows us to construct a full generative framework that
includes BN, GP-LVM and GMM. This framework is very
powerful to model the constraints for robot grasping and
manipulation tasks.

D. Experiment IV: Inference on Grasp Position

From the first three experiments, we have shown that the
GP-LVM-based discretization scheme outperforms others in
both task classification and data reconstruction. The goal of
the last experiment is to confirm that GP-LVM model can
successfully encode the task constraint on different objects
and tasks. The target variable is pos, the grasping position
of the hand with respect to the object.

Similar to obtaining the likelihood map of fcon in
experiment III, we sample 625 grasping positions evenly
distributed on an ellipsoid around the object. The size of
the ellipsoid is determined by the training data for pos,
therefore the ellipsoid envelops the outer surface of all the
grasping positions. As shown in Fig. 6, for each sampled
position, the likelihood is obtained given the 3 tasks, and the
object features for 3 unknown objects: a glass, a knife and
a hammer, i.e. P (pos|T,O).

Fig. 6 shows that the model sucessfully rules out the glass

for tool-use, and the knife and hammer for pouring. For
pouring, the glass can not be grasped from the top as it will
block the opening of the glass; similarly, when using the
knife or hammer as a tool, the grasp should avoid the sharp
blade or the head of the hammer as the functional parts of
the tools. On the contrary, all the 3 objects afford the hand-
over task, and the likelihood maps of pos for hand-over also
capture the intuitive constraints for these objects.

VII. CONCLUSION

In conclusion, the sparse GP-LVM-based discretization
method excels other methods in learning and inference with
Bayesian networks. The compact, efficient data representa-
tion allows fast structure learning for BNs that model a large
number of variables. And the resulted BN performs signifi-
cantly better in both task classification and data reconstruc-
tion. In addition, since GP-LVM is a generative technique for
dimensionality reduction, the model encodes the likelihood
of each point in the latent-space, which, when combined
with the prediction from BNs, can reproduce much more
accurate and intuitive high-dimensional variables such as
hand grasp configurations. This presents a major advantage
of our proposed discretization method in the field of robotic
applications, where many sensory and motor signals are high-
dimensional with complex distributions.

There are some limitations in the current approach that
need further research. Firstly, the number of discrete states
are manually chosen to satisfy a trade-off between refined
data representation and complexity of BNs. In the future, we
would also like to learn this hyper parameter automatically
from data. Secondly, the inducing points create a sparse
model of the full GP, however, there is nothing in the model
that encourages the inducing points to be sparse themselves,
i.e. less inducing points. Sparseness among the inducing
points would reduce the amount of shared explanation, which
we believe can lead to better clustering.

We would also like to test our discretization based task
constraint model in the real robot platforms where sen-
sorimotor uncertainty is more prominant. We believe this
will further exemplify the benifits of using a probabilistic
model capable of dealing with uncertainty in real-world
applications.
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Fig. 6. Experiment IV: Likelihood of Grasp Position Given Tasks and
Object Features P (pos|T, O), resulted from the GP-LVM model.

the images represent the ground truth fcon, predicted fcon
from GP-LVM, PCA and NoReduce models respectively. We
can clearly see that the prediction of GP-LVM model is
closest to the true fcon. Both PCA and NoReduce models
have unintuitive, even ‘impossible’ hand configurations that
are far away from the true data.

The reason lies on the foundamental differences in the
discretization schemes. The GP-LVM model provides a
generative discretization scheme, while PCA and NoReduce
models do not. As a result, GP-LVM-based BNs can model
P (fcon|T,O), where fcon represents the original 20D
continuous data, whereas the other models can not. In other
words, the proposed GP-LVM-based discretization scheme
allows us to construct a full generative framework that
includes BN, GP-LVM and GMM. This framework is very
powerful to model the constraints for robot grasping and
manipulation tasks.

D. Experiment IV: Inference on Grasp Position

From the first three experiments, we have shown that the
GP-LVM-based discretization scheme outperforms others in
both task classification and data reconstruction. The goal of
the last experiment is to confirm that GP-LVM model can
successfully encode the task constraint on different objects
and tasks. The target variable is pos, the grasping position
of the hand with respect to the object.

Similar to obtaining the likelihood map of fcon in
experiment III, we sample 625 grasping positions evenly
distributed on an ellipsoid around the object. The size of
the ellipsoid is determined by the training data for pos,
therefore the ellipsoid envelops the outer surface of all the
grasping positions. As shown in Fig. 6, for each sampled
position, the likelihood is obtained given the 3 tasks, and the
object features for 3 unknown objects: a glass, a knife and
a hammer, i.e. P (pos|T,O).

Fig. 6 shows that the model sucessfully rules out the glass

for tool-use, and the knife and hammer for pouring. For
pouring, the glass can not be grasped from the top as it will
block the opening of the glass; similarly, when using the
knife or hammer as a tool, the grasp should avoid the sharp
blade or the head of the hammer as the functional parts of
the tools. On the contrary, all the 3 objects afford the hand-
over task, and the likelihood maps of pos for hand-over also
capture the intuitive constraints for these objects.

VII. CONCLUSION

In conclusion, the sparse GP-LVM-based discretization
method excels other methods in learning and inference with
Bayesian networks. The compact, efficient data representa-
tion allows fast structure learning for BNs that model a large
number of variables. And the resulted BN performs signifi-
cantly better in both task classification and data reconstruc-
tion. In addition, since GP-LVM is a generative technique for
dimensionality reduction, the model encodes the likelihood
of each point in the latent-space, which, when combined
with the prediction from BNs, can reproduce much more
accurate and intuitive high-dimensional variables such as
hand grasp configurations. This presents a major advantage
of our proposed discretization method in the field of robotic
applications, where many sensory and motor signals are high-
dimensional with complex distributions.

There are some limitations in the current approach that
need further research. Firstly, the number of discrete states
are manually chosen to satisfy a trade-off between refined
data representation and complexity of BNs. In the future, we
would also like to learn this hyper parameter automatically
from data. Secondly, the inducing points create a sparse
model of the full GP, however, there is nothing in the model
that encourages the inducing points to be sparse themselves,
i.e. less inducing points. Sparseness among the inducing
points would reduce the amount of shared explanation, which
we believe can lead to better clustering.

We would also like to test our discretization based task
constraint model in the real robot platforms where sen-
sorimotor uncertainty is more prominant. We believe this
will further exemplify the benifits of using a probabilistic
model capable of dealing with uncertainty in real-world
applications.
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Fig. 6. Experiment IV: Likelihood of Grasp Position Given Tasks and
Object Features P (pos|T, O), resulted from the GP-LVM model.

the images represent the ground truth fcon, predicted fcon
from GP-LVM, PCA and NoReduce models respectively. We
can clearly see that the prediction of GP-LVM model is
closest to the true fcon. Both PCA and NoReduce models
have unintuitive, even ‘impossible’ hand configurations that
are far away from the true data.

The reason lies on the foundamental differences in the
discretization schemes. The GP-LVM model provides a
generative discretization scheme, while PCA and NoReduce
models do not. As a result, GP-LVM-based BNs can model
P (fcon|T,O), where fcon represents the original 20D
continuous data, whereas the other models can not. In other
words, the proposed GP-LVM-based discretization scheme
allows us to construct a full generative framework that
includes BN, GP-LVM and GMM. This framework is very
powerful to model the constraints for robot grasping and
manipulation tasks.

D. Experiment IV: Inference on Grasp Position

From the first three experiments, we have shown that the
GP-LVM-based discretization scheme outperforms others in
both task classification and data reconstruction. The goal of
the last experiment is to confirm that GP-LVM model can
successfully encode the task constraint on different objects
and tasks. The target variable is pos, the grasping position
of the hand with respect to the object.

Similar to obtaining the likelihood map of fcon in
experiment III, we sample 625 grasping positions evenly
distributed on an ellipsoid around the object. The size of
the ellipsoid is determined by the training data for pos,
therefore the ellipsoid envelops the outer surface of all the
grasping positions. As shown in Fig. 6, for each sampled
position, the likelihood is obtained given the 3 tasks, and the
object features for 3 unknown objects: a glass, a knife and
a hammer, i.e. P (pos|T,O).

Fig. 6 shows that the model sucessfully rules out the glass

for tool-use, and the knife and hammer for pouring. For
pouring, the glass can not be grasped from the top as it will
block the opening of the glass; similarly, when using the
knife or hammer as a tool, the grasp should avoid the sharp
blade or the head of the hammer as the functional parts of
the tools. On the contrary, all the 3 objects afford the hand-
over task, and the likelihood maps of pos for hand-over also
capture the intuitive constraints for these objects.

VII. CONCLUSION

In conclusion, the sparse GP-LVM-based discretization
method excels other methods in learning and inference with
Bayesian networks. The compact, efficient data representa-
tion allows fast structure learning for BNs that model a large
number of variables. And the resulted BN performs signifi-
cantly better in both task classification and data reconstruc-
tion. In addition, since GP-LVM is a generative technique for
dimensionality reduction, the model encodes the likelihood
of each point in the latent-space, which, when combined
with the prediction from BNs, can reproduce much more
accurate and intuitive high-dimensional variables such as
hand grasp configurations. This presents a major advantage
of our proposed discretization method in the field of robotic
applications, where many sensory and motor signals are high-
dimensional with complex distributions.

There are some limitations in the current approach that
need further research. Firstly, the number of discrete states
are manually chosen to satisfy a trade-off between refined
data representation and complexity of BNs. In the future, we
would also like to learn this hyper parameter automatically
from data. Secondly, the inducing points create a sparse
model of the full GP, however, there is nothing in the model
that encourages the inducing points to be sparse themselves,
i.e. less inducing points. Sparseness among the inducing
points would reduce the amount of shared explanation, which
we believe can lead to better clustering.

We would also like to test our discretization based task
constraint model in the real robot platforms where sen-
sorimotor uncertainty is more prominant. We believe this
will further exemplify the benifits of using a probabilistic
model capable of dealing with uncertainty in real-world
applications.
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Fig. 6. Experiment IV: Likelihood of Grasp Position Given Tasks and
Object Features P (pos|T, O), resulted from the GP-LVM model.

the images represent the ground truth fcon, predicted fcon
from GP-LVM, PCA and NoReduce models respectively. We
can clearly see that the prediction of GP-LVM model is
closest to the true fcon. Both PCA and NoReduce models
have unintuitive, even ‘impossible’ hand configurations that
are far away from the true data.

The reason lies on the foundamental differences in the
discretization schemes. The GP-LVM model provides a
generative discretization scheme, while PCA and NoReduce
models do not. As a result, GP-LVM-based BNs can model
P (fcon|T,O), where fcon represents the original 20D
continuous data, whereas the other models can not. In other
words, the proposed GP-LVM-based discretization scheme
allows us to construct a full generative framework that
includes BN, GP-LVM and GMM. This framework is very
powerful to model the constraints for robot grasping and
manipulation tasks.

D. Experiment IV: Inference on Grasp Position

From the first three experiments, we have shown that the
GP-LVM-based discretization scheme outperforms others in
both task classification and data reconstruction. The goal of
the last experiment is to confirm that GP-LVM model can
successfully encode the task constraint on different objects
and tasks. The target variable is pos, the grasping position
of the hand with respect to the object.

Similar to obtaining the likelihood map of fcon in
experiment III, we sample 625 grasping positions evenly
distributed on an ellipsoid around the object. The size of
the ellipsoid is determined by the training data for pos,
therefore the ellipsoid envelops the outer surface of all the
grasping positions. As shown in Fig. 6, for each sampled
position, the likelihood is obtained given the 3 tasks, and the
object features for 3 unknown objects: a glass, a knife and
a hammer, i.e. P (pos|T,O).

Fig. 6 shows that the model sucessfully rules out the glass

for tool-use, and the knife and hammer for pouring. For
pouring, the glass can not be grasped from the top as it will
block the opening of the glass; similarly, when using the
knife or hammer as a tool, the grasp should avoid the sharp
blade or the head of the hammer as the functional parts of
the tools. On the contrary, all the 3 objects afford the hand-
over task, and the likelihood maps of pos for hand-over also
capture the intuitive constraints for these objects.

VII. CONCLUSION

In conclusion, the sparse GP-LVM-based discretization
method excels other methods in learning and inference with
Bayesian networks. The compact, efficient data representa-
tion allows fast structure learning for BNs that model a large
number of variables. And the resulted BN performs signifi-
cantly better in both task classification and data reconstruc-
tion. In addition, since GP-LVM is a generative technique for
dimensionality reduction, the model encodes the likelihood
of each point in the latent-space, which, when combined
with the prediction from BNs, can reproduce much more
accurate and intuitive high-dimensional variables such as
hand grasp configurations. This presents a major advantage
of our proposed discretization method in the field of robotic
applications, where many sensory and motor signals are high-
dimensional with complex distributions.

There are some limitations in the current approach that
need further research. Firstly, the number of discrete states
are manually chosen to satisfy a trade-off between refined
data representation and complexity of BNs. In the future, we
would also like to learn this hyper parameter automatically
from data. Secondly, the inducing points create a sparse
model of the full GP, however, there is nothing in the model
that encourages the inducing points to be sparse themselves,
i.e. less inducing points. Sparseness among the inducing
points would reduce the amount of shared explanation, which
we believe can lead to better clustering.

We would also like to test our discretization based task
constraint model in the real robot platforms where sen-
sorimotor uncertainty is more prominant. We believe this
will further exemplify the benifits of using a probabilistic
model capable of dealing with uncertainty in real-world
applications.
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Fig. 6. Experiment IV: Likelihood of Grasp Position Given Tasks and
Object Features P (pos|T, O), resulted from the GP-LVM model.

the images represent the ground truth fcon, predicted fcon
from GP-LVM, PCA and NoReduce models respectively. We
can clearly see that the prediction of GP-LVM model is
closest to the true fcon. Both PCA and NoReduce models
have unintuitive, even ‘impossible’ hand configurations that
are far away from the true data.

The reason lies on the foundamental differences in the
discretization schemes. The GP-LVM model provides a
generative discretization scheme, while PCA and NoReduce
models do not. As a result, GP-LVM-based BNs can model
P (fcon|T,O), where fcon represents the original 20D
continuous data, whereas the other models can not. In other
words, the proposed GP-LVM-based discretization scheme
allows us to construct a full generative framework that
includes BN, GP-LVM and GMM. This framework is very
powerful to model the constraints for robot grasping and
manipulation tasks.

D. Experiment IV: Inference on Grasp Position

From the first three experiments, we have shown that the
GP-LVM-based discretization scheme outperforms others in
both task classification and data reconstruction. The goal of
the last experiment is to confirm that GP-LVM model can
successfully encode the task constraint on different objects
and tasks. The target variable is pos, the grasping position
of the hand with respect to the object.

Similar to obtaining the likelihood map of fcon in
experiment III, we sample 625 grasping positions evenly
distributed on an ellipsoid around the object. The size of
the ellipsoid is determined by the training data for pos,
therefore the ellipsoid envelops the outer surface of all the
grasping positions. As shown in Fig. 6, for each sampled
position, the likelihood is obtained given the 3 tasks, and the
object features for 3 unknown objects: a glass, a knife and
a hammer, i.e. P (pos|T,O).

Fig. 6 shows that the model sucessfully rules out the glass

for tool-use, and the knife and hammer for pouring. For
pouring, the glass can not be grasped from the top as it will
block the opening of the glass; similarly, when using the
knife or hammer as a tool, the grasp should avoid the sharp
blade or the head of the hammer as the functional parts of
the tools. On the contrary, all the 3 objects afford the hand-
over task, and the likelihood maps of pos for hand-over also
capture the intuitive constraints for these objects.

VII. CONCLUSION

In conclusion, the sparse GP-LVM-based discretization
method excels other methods in learning and inference with
Bayesian networks. The compact, efficient data representa-
tion allows fast structure learning for BNs that model a large
number of variables. And the resulted BN performs signifi-
cantly better in both task classification and data reconstruc-
tion. In addition, since GP-LVM is a generative technique for
dimensionality reduction, the model encodes the likelihood
of each point in the latent-space, which, when combined
with the prediction from BNs, can reproduce much more
accurate and intuitive high-dimensional variables such as
hand grasp configurations. This presents a major advantage
of our proposed discretization method in the field of robotic
applications, where many sensory and motor signals are high-
dimensional with complex distributions.

There are some limitations in the current approach that
need further research. Firstly, the number of discrete states
are manually chosen to satisfy a trade-off between refined
data representation and complexity of BNs. In the future, we
would also like to learn this hyper parameter automatically
from data. Secondly, the inducing points create a sparse
model of the full GP, however, there is nothing in the model
that encourages the inducing points to be sparse themselves,
i.e. less inducing points. Sparseness among the inducing
points would reduce the amount of shared explanation, which
we believe can lead to better clustering.

We would also like to test our discretization based task
constraint model in the real robot platforms where sen-
sorimotor uncertainty is more prominant. We believe this
will further exemplify the benifits of using a probabilistic
model capable of dealing with uncertainty in real-world
applications.
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Abstract
We present a framework for kernel based den-
sity estimation capable of incorporating ‘hard’
topological constraints in the reconstruction pro-
cedure. Let S = {X1, . . . , Xn} ⇢ Rd be a set
of i.i.d. random variables with probability den-
sity f : Rd ! R such that f has bounded sup-
port. Central to our approach is a class of kernel
based estimators f̂",n of f with support contained
in the union of "-balls around the data points.
Our proposed framework uses Persistent Homol-
ogy to determine a best such "-parameter, which
we denote by "top, such that topological con-
straints, formulated in terms of Betti numbers,
are respected. We present experiments of den-
sity modelling based on both artificial and real
data and demonstrate in these examples that our
approach performs well for various sample sizes.

1. Introduction
A classical approach to modelling a probability density is to
use a mixture model composed of a linear combination of
simple basis functions. By far the most common approach
is to use an expansion in terms of Gaussians. This choice
results in a smooth density and is computationally benefi-
cial e.g. since the conditional and marginal distributions of
a Gaussian distribution will also be Gaussians. However,
there are also less discussed characteristics of such models
which will, for certain applications, have a profound effect
on the quality of the model. The infinite region of support
of a Gaussian, for example, encodes the fact that every re-
gion with non-zero volume in the parameter space will be
assigned a non-zero probability.

For many types of data, however, we have prior informa-
tion about regions of space that can never be populated. As
an example, take the human body parametrized in terms of
joint locations. We know that each position in space can
only be occupied by a single limb. This defines a subset
of the parameter space which should not be assigned any
probability mass. One could argue that a model with in-

Preliminary work. Under review by the International Conference
on Machine Learning (ICML). Do not distribute.

finite support would still work reasonably well as long as
impossible regions will be assigned a relatively low prob-
ability. However, if we use Gaussians or similar densities
to build our model, areas (say of a fixed volume) with low
probability mass usually have to lie ‘far’ away from the
data. Such an assumption is not necessarily valid as we can
see from the example of the human body: the fact that both
hands cannot occupy the same space at the same time in-
stance represents a ‘hard’ constraint; however, as the hands
are often interacting, a set of observed data of hand motions
is likely to have a large portion of samples where the hands
are close or in contact with each other.

Figure 1. A topologically interesting point-cloud S ⇢ R2.

In order to avoid such problems, one can build a model
from kernels with bounded support such as the truncated
Gaussian. This approach will introduce additional param-
eters to define the support region. Since the exact recon-
struction of the region of support of a density requires ge-
ometric information about the data, this problem proves to
be very difficult for many types of densities. Rather than
using fickle geometric constraints, our approach is based on
specifying topological constraints that the density should
satisfy. We argue that topological information about the
density is often more easily acquired than geometric in-
formation. As an example, let us yet again come back to
human motion. Given the joint positions of a person walk-
ing along a closed curve, we intuitively know that the data
is ‘cyclic’. This information can be interpreted in terms of
topological invariants and is much more robust than trying
to encode the particular geometric parametrization of the
walking motion. To that end, we believe that the frame-
work we present here makes non-parametric density mod-
els with bounded support applicable to a larger range of
data – as it is based on topological rather than geometric
constraints and since it allows to encode these topological
‘hard’ constraints in this setting. We explain how a topo-
logical bandwidth parameter "top can be determined to re-
cover a probability density that respects the given topolog-
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K with bounded support and total mass 1 will be a suitable
kernel.

Theorem 2.1 (Theorem 3.1 and 3.2 (Cacoullos, 1966)).
Suppose that K is a Borel measurable function on Rd

such that supx2Rd |K(x)| < 1,
R

Rd |K| dVol < 1,R
Rd K dVol = 1 and limkxk!1kxkdK(x) = 0. Suppose

that {"n}1n=1 is a sequence of positive numbers such that

lim
n!1

"n = 0.

Then
lim

n!1
E[f̂"n,n(x)] = f(x)

at every point of continuity of f . If furthermore

lim
n!1

n"d
n = 11

then
lim

n!1
E[(f̂"n,n(x) � f(x))2] = 0

at every point of continuity of f .

Similarly, one can consider convergence in L1. The book
(Devroye, 1985) describes some of the results in this setting
in more detail. An analogue of the above theorem is given
in chapter 3, Theorem 1.

The question now arises of how to best choose a particular
sequence {"n}1n=1 of bandwidth parameters satisfying the
convergence criteria of the above theorems. This is an on-
going research topic and the interested reader is referred to
the review (Turlach, 1993) for an in depth-discussion. As
stated in this review, the choice of the bandwidth parameter
generally turns out to be more important than the particu-
lar choice of kernel when trying to minimize the estimation
error. Figure 2 gives an example of two incorrectly chosen
bandwidth parameters.

−10 0 10 20 30 40
0

0.1

0.2

−10 0 10 20 30 40
0

0.1

0.2

Figure 2. Graph of a density function f (black) and a Gaussian
kernel based estimate (blue) with bandwidth parameters that are
too large (" = 5, top) and too small (" = 0.4, bottom) respec-
tively.

As discussed in (Wand & Jones, 1994), one branch of meth-
ods addressing the estimation problem considers the Mean

1Note that (Cacoullos, 1966) contains an unfortunate typo in
this statement.

Integrated Squared Error (MISE):

MISE(") = E
Z

(f̂",n(x) � f(x))2dx

�
.

An asymptotic analysis reveals that, as long
as limn!1 "n = 0 and limn!1 n"d

n = 1,
MISE("n) ⇠ AMISE("n) as n ! 1, where AMISE
denotes the Asymptotic Mean Integrated Squared Error. A
large class of bandwidth selection methods hence attempt
to estimate and minimize the AMISE instead of working
with the MISE directly. If we only consider non-negative
spherical kernels that are symmetric functions of the norm
kxk of their input variable x, a straightforward analysis
(Wand & Jones, 1994) shows that, in dimension d,

AMISE("n) =
1

n"d
n

Z
K(x)2 dx

+
"4

n

4
µ2(K)2

Z �
r2f(x)

 2
dx,

where µ2(K) =
R

xjK(x)dx is independent of the choice
of j 2 {1, . . . , d} by the spherical symmetry. From this, it
is easily computed that the AMISE is minimized for

"AMISE(n) =

 
1

n

d
R

K(x)2 dx

µ2(K)2
R

{r2f(x)}2
dx

! 1
4+d

.

We will use "AMISE(n) as a benchmark for our topologi-
cal bandwidth selection procedure.

3. Our framework
3.1. Topological reconstruction of supp f

We mentioned in the introduction that Gaussian kernels
(and in general kernels with supp K = Rd) are unsuitable
for enforcing ‘hard’ constraints. If, for example, we have
prior knowledge that there are 3 disjoint components in the
data (e.g. if we are trying to probabilistically model three
different human actions), there is no natural way of cluster-
ing the data based on the values of the reconstructed density
if we use Gaussian kernels. As we shall explain, we will at-
tempt to address this problem by considering only kernels
with bounded support.

Assume now that a point-cloud was sampled in an i.i.d.
fashion from a probability distribution with density f :
Rd ! R with bounded support and that we have knowl-
edge of (some of) the Betti numbers bi(⌦, Z2), for i 2
� ⇢ {0, 1, . . . , d}, and where ⌦ = supp f . In this case
b0(⌦, Z2) tells us the number of connected components of
⌦ and, as previously mentioned, bi(⌦, Z2) describes the
number of i-dimensional ‘holes’ in ⌦. We attempt to recon-
struct both ⌦ and f from the sample S = {X1, . . . , Xn}
by growing balls of size " around each X 2 S until we
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Figure 4. Simple uniform, conical and cut-off Gaussian kernel
based density for the data-points {(�3, 0), (0, 0), (3, 2)} in the
plane. We choose " = 4 for all three models. The cut-off Gaus-
sian kernel additionally has parameter �2 = 4.

where �(s, x)
def
=
R1

x
ts�1e�tdt denotes the incomplete

Gamma function.

One can obtain samples from these kernels (thought of as
densities) as follows: we first sample from the uniform dis-
tribution on the unit sphere Sd�1 ⇢ Rd (which can be done
efficiently by normalizing a vector of samples from the nor-
mal distribution); for the conical and uniform kernel, this
is followed by radial rescaling depending only on the one-
dimensional kernel density in radial coordinates while, for
the cut-off Gaussian, we employ one-dimensional Mon-
tecarlo sampling in the radial coordinate. Using this ap-
proach, one can easily sample also from the resulting den-
sity estimate (which is just a sum of the simple kernel func-
tions) in an efficient way.

3.4. Distance measures

Let f : Rd ! R. We consider the standard L1 norm

kfkL1 =
R

|f | dVol and L2 norm kfkL2 =
qR

|f |2 dVol.
While most of the literature on density estimation uses
these two norms to evaluate the quality of the estimator
f̂ , let us remark here that these norms are not always the
most natural choice. In applications such as in robot navi-
gation, where a navigation error might have severe effects,
one might also want to penalize the occurrence of non-zero
density values inside a forbidden region (i.e. outside the
support region ⌦ of the true density) with a higher weight
(e.g. a robot driving over the edge of a cliff). We believe
that future applications of our framework will need to adapt
their choice of norm to the particular application domain at
hand.

4. Experiments
4.1. Results in 1D

We consider the simple smooth probability density f :
R ! R displayed in black in each of the graphs in fig-
ures 5 and 6. We note that ⌦ = supp f = (0, 7) [
(11, 15) [ (25, 30) and we assume that we are given the
information that b0(⌦, Z2) = 3 (i.e. that ⌦ has 3 dis-
joint components). We now generate n pseudo-random
samples from f using a computer and try to reconstruct
f . Then we determine the topologically admissible inter-
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Figure 5. Graphs of f and its reconstruction based on 1000 ran-
dom samples using a cut-off exponential kernel. On the left, we
chose bandwidth "top and on the right "AMISE .

val ["min(n), "max(n)) for the given sample using javaPlex
(Tausz et al., 2011) by computing the corresponding ad-
missible interval of the Vietoris-Rips complex and by scal-
ing the resulting interval by a factor of 1

2 . From this, we
obtain "top(n) which we defined earlier. We also com-
pute "AMISE(n) numerically from the formula of f to
test the quality of our results. For each of the three ker-
nels defined earlier, we then compute the corresponding
kernel-based density reconstruction for the sample and for
"n 2 {"min(n), "top(n), "mid(n), "max(n), "AMISE(n)}.
We consider sample sizes n from 10 to 100 in increments of
10 (small scale) and from 250 to 5000 in increments of 250
(larger scale) in our calculations and compute the L1, L2

norms of f � f̂"n,n to evaluate the goodness of the approxi-
mation. Since all the above quantities are random variables,
we perform the calculations for each parameter value 1000
times (small scale), 100 times (for 250, 500, 750, 1000) and
10 times (for n > 1000) respectively and compute the sam-
ple mean and variance. In our experiments, we were able to
determine a valid "top(n) in all cases for the above sample
sizes.

Given the formula for our example density, we numeri-
cally compute that "AMISE(n) u 1.801n� 1

5 for the uni-
form kernel, "AMISE(n) u 1.914n� 1

5 for the conical ker-
nel and "AMISE(n) u 1.884n� 1

5 for the cut-off expo-
nential kernel with �2 = 1

4 . We also note that this is
very close to the corresponding bandwidth of the full ex-
ponential kernel with the same parameter �2, which has
"AMISE(n) u 1.851n� 1

5

4.1.1. SOME EXAMPLES OF RECONSTRUCTIONS

Let us now have an informal look at a few kernel-based
density estimations of f before discussing the error dif-
ferences more systematically. For large sample sizes as
in Figure 5, our topological reconstruction based on "top

gives a very pleasing result that is close to the AMISE-
optimal solution that is displayed next to it. The graphs
for the conical and uniform kernel reconstructions become
nearly indistinguishable from the cut-off exponential ker-
nel reconstruction at this sample size and resolution. For
the small sample size (n = 30) in Figure 6, the quality of
the reconstruction naturally deteriorates, and we are able
to make out some differences between different choices of
kernels.
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Structural Density11

Topology Respecting
• Structural properties
• Geometrical notion irrelevant
• Topological information
• Barcodesa

aCarlsson [2009]
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Conclusions
• Generalisation not discrimination
• Less is sometimes more
• Model relevance
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Future Work
• Multidimensional structure
• Different generalisations
• Latent space priors
• New kernels
I know the characteristics of the space
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