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Load Balancing

- Arriving tasks have to be l
routed to a server

- Requirement: small delays

. Join-the-shortest-queue

« EXxpensive feedback

overhead

n servers with
unit service rate
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Data Centers are Large

Yahoo! Hadoop cluster
42,000 nodes




Random Routing

- No overhead

1 Ry
Delay ~
Y~ 1=,
. p: Traffic Intensity, I.e.,
the ratio of the arrival
rate of tasks to the
maximum rate at which
they can be processed
by the servers . . .‘




Power-of-Two-Cholces

- Mitzenmacher 1996

- Vvedenskaya, Dobrushin &
Karpelevich 1996

- Delay, many-servers limit

— Iogz (o = 1)




Key Question

- Question: sample one queue per arrival, on ,
average, instead of two?
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- Observation (Ousterhout et al, 2013): job arrivals
occur In large batches (parallel tasks) I




Model and Main Results




Mode\

N servers

- Fixed batch size m 1L m<KLn

- Poisson batch arrivals with rate
np/m

- Note: Job is completed when all
tasks in the job are completed

- Exponentially distributed service

batch/job -

}+ task




- Qusterhout et al. 2013

- Probe ratio d

Batch-Sampling
(BatchSamp)

- One job In each of the
smallest queues




Batch-Filling (BatchFill)

Our algorithm:
Batch Sampling
+

WaterFilling
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BatchSamp vs Batchkill

. Suppose we sample six queues to distribute five
tasks: let's say that the queue lengths of the
sampled queues are 0, 1, 2, 15, 20, 25

- Under BatchSamp, the resulting queue lengths are
1, 2,3,16, 21, 25

- Under BatchFlll, they are 2, 3, 3, 15, 20, 25




BatchkFill

- Many-server heavy-traffic delay
1
|Og 1—p
log(1 + d)

- Queue length upper-bounded by

log ﬁ
log(1 + pd)

k|

0=0.9,d=1.1, upper bound 4
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Simulation Results:
Average Task Delay
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Simulation Resulfts:
Average Job Delay
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Mean Field Approximation




Generdl l[dea

Focus on a particular queue: Assume all other
gueues are In steady-state (stationary distribution
1) and Independent of each other

- The arrival rate when there are i tasks in the queue
IS a function of the state of the other queues, and
hence a function of T

A; (1)

» Ai(m)m; = g 0




Calculating A;(m): PoZ

- Task arrival rate np
- Prob(a particular queue is sampled) = 2/n
- Probability being chosen T1i/2+TTj+1+TTi+2+. ..

e Aj=p(m;+ 2w + 245 +--1)




Stationary Distribution: Po2

. Queue length distribution: | i =P

0o . o
D I -
I=1 2l _9D
2P
P =
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BatchSamp

- No waterfilling

- Reducible to finite states




Why Is the queue finitee¢

. md out of n queues are sampled
- We see the empirical distribution: mdm, empty
gueues, mdmgueues with one task, etc.
0,0,0,1,1,1,1,1,...,j,j,j,J, -

- The first m of these queues gets one task each

- Under the mean-field approximation, the number of
tasks in the m*" queue is fixed, as a function of «




1T for BatchSamp

- To=1-p

- mi=(1-p)pd, 1<i<Q-1

- To = 1-(1-p)(pRd-1)/(0d-1)

Zm —
. Delay =1 I

o

~

1
|OQ m

log d

Cutoff queue length

- -1
19 5(1=p)

log(p0)

O:

(heavy-traffic)

- When d = 2, asymptotically equivalent to Po2




BatchFill

- Constant up-crossing rate to Q or Q-1,
determined by the stationary distribution
/[A

oda
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7T for BatchkFill

Mo = 1-p Cutoff queue length
- 1
mi = (1-p)pd(1+pd)t, 1<i<Q-1 Q = o9 1-p
log(1 + pd
o = 1-(1-p)(1+pd)>* R
i=1 1-p
.- Delay 0 ~ Iog(1 n dl (heavy-traffic)

- Better asymptotic delay than Po2 when d > 1!
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Justitying the Mean-

Fleld Approximation




Ordinary Ditterential Equation
(ODE) for Batchfilll

- Deriving an ODE: Derivative Is given by

change in state

Iim IlimE (

current state)

n-oco §-0%t o)
- ODE
—(1 + pd)x; + Xj+ i< Xy—2
dx; | pd(1 — ay) 2}’;0‘ Xi — (1 +pdax)Xi + Xiv1  i= Xy — 1
dt oday Z}:O Xj — Xij+ Xij+1 i= Xy

—Xi + Xj+1 otherwise
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Global Asymptotic Stability
of ODE

- Si(t) fraction of servers with queue size 2 |

- Lyapunov function
o0
V(s)= D lsi— il
j=1

. s(t) converges to the equilibrium point for any s(0)
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Justitying the Mean-Field
Approximation

1. The ODE approximation (in a finite time interval)
works well. The deviation from the ODE goes to
Zero as n goes to infinity

2. Global asymptotic stability of the ODE
XN)( 1) > X(1)

3. Interchange of limits
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Conclusions

- One sample can be powerful In randomized load-
balancing

- Batch arrivals can be exploited to reduce sampling
overhead

- Extensions: (1) Variable batch sizes, (il) Batch
arrivals are not necessary, (iii) General service-time
distributions and Processor Sharing
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