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Consensus, flocking, synchronizationConsensus, flocking, synchronization




Emergence of collective 
decisions/actions/behaviors



The heading  value updated (in discrete time) 
as a weighted average of the  value of its 
neighbors: move one step along updated 
direction

Neighborhood relation depends on heading 
value, resulting in change in topology

An intuitive model (An intuitive model (VicsekVicsek’’ 1995)1995)

A network which changes as a result of 
node dynamics

MAIN QUESTION MAIN QUESTION :: When do all 
headings converge to the same value?

Locally:



Consensus in changing networksConsensus in changing networks

Theorem (Jadbabaie et al. 2003, Tsitsiklis’84): If  there is a 
sequence of bounded, non-overlapping time intervals Tk , such 
that over any interval of length Tk , the network of agents is 
“jointly connected ”, then all agents will asymptotically reach 
consensus. 

Similar result for continuous time, leader follower, 
Time-delays, dynamic agents, nonlinear averaging….

Special case: network is connected “once in a  while”



Consensus and Information Consensus and Information 
aggregationaggregation



NaNaïïve Social Learning (ve Social Learning (GolubGolub & Jackson)& Jackson)

Special case of
[Boyd, Xiao, Lall 2006]



Bayesian (rational)  learningBayesian (rational)  learning



Bayesian updating of beliefsBayesian updating of beliefs



Bayesian learning on NetworksBayesian learning on Networks



Problem with Bayesian Social learningProblem with Bayesian Social learning

Borkar and Varaiya’78



NaNaïïve vs. Rational learningve vs. Rational learning

Just average!

Fuse info with Bayes Rule

Naïve learning



Locally rational, globally naLocally rational, globally naïïve: ve: 
Bayesian learning under peer pressureBayesian learning under peer pressure



Model DescriptionModel Description



Model  DescriptionModel  Description



What do we mean by learning?What do we mean by learning?

Weak merging of opinions

Asymptotic learning



Our Model: nonOur Model: non--Bayesian social Bayesian social 
learninglearning



Why this update?Why this update?



Eventually correct forecastsEventually correct forecasts

Agents will make accurate predictions about the future



Why strong connectivity?Why strong connectivity?

No convergence if different people interpret signals differently
N is misled by listening to the less informed agent B



ExampleExample

One can actually learn from others



Observationally Observationally --equivalentequivalent 
states and states and distinguishabilitydistinguishability

A state is observationally-equivalent with the true state from 
the point of view of an agent if the conditional likelihoods are 
the same, i.e.

States that are not equivalent to the true state are 
distinguishable, i.e., there exists signals and a large enough 
time such that

Technical assumption (stronger that what’s needed) 

distinguishable states



Agreement on BeliefsAgreement on Beliefs



Learning from othersLearning from others



Social LearningSocial Learning



Rate of ConvergenceRate of Convergence



ExampleExample



Can truth prevail despite loud, wrong, Can truth prevail despite loud, wrong, 
highly connected individuals?highly connected individuals?

Agent M assigns 0 probability on 
true state, very opinionated, 
influential (high out-degree, has no 
informative private signals and 0 
prior on truth
Agent S is the only agent with 
informative-enough private signals 
to resolve  identification problems 
(ie to learn the true state if can get 
correct forecast), but has zero prior 
on truth
Agent A is the only agent with 
positive prior probability on true 
state
Everyone will eventually almost 
surely get correct forecast  and 
they will all learn the true state!



SummarySummary
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